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Abstract. Camouflaged object detection targets at identifying and seg-
menting objects hidden in the surroundings. Due to the various shapes
and sizes, and highly non-discriminative features of camouflaged objects,
it is a challenge for Convolutional Neural Networks (CNNs) to detect
them from the background. To tackle the first problem of various shapes
and sizes, we propose a Scale-Feature Attention (SFA), which can effec-
tively integrate feature information of different scales, so that the model
can comprehensively perceive and understand the visual characteristics
of different sizes of camouflaged objects. Additionally, the traditional
CNN model is difficult to capture the part-whole relationship of camou-
flaged objects. To solve the second problem of CNNs’ limitation, we pro-
pose a Type-Feature Attention (TFA) to integrate contrast from CNNs
and part-whole relations from CapsNets, which will improve the iden-
tification and object wholeness of camouflaged objects. Experiments on
three camouflaged object detection benchmark datasets show that both
the proposed SFA and TFA achieve significant performance improve-
ment, which verifies the superiority of the proposed method.

Keywords: Camouflaged object detection · Scale-Feature Attention ·
Type-Feature Attention · CapsNets

1 Introduction

Camouflaged Object Detection (COD) aims to identify and segment objects with
high similarity to the surroundings. Due to the task property, COD has been
used in a wide range of applications, such as industrial defect detection [2] and
medical image analysis [6]. However, because of the object camouflage, COD is
still a challenge that need be solved urgently.

Traditional COD methods [9, 8, 24] that utilize hand-crafted features such
as color, intensity, and motion difficultly capture subtle differences between the
camouflaged object and the background. In recent years, deep learning has made
remarkable progress for the task of COD. CNNs COD networks [32, 20] mostly
capture the contrast features to distinguish the camouflaged targets from their
surroundings. However, the high similarity between foreground and background
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makes these methods difficult to identify camouflaged objects accurately. Dif-
ferent from CNNs that aims to dig into contrast semantic, Capsule Networks
(CapsNets) explores the part-whole relations to capture the whole object, which
will help to detect the whole camouflaged object. Liu et al. [16] firstly explored
the possibility of combination of CNNs and CapsNets to the COD task. How-
ever, this study made few studies for the primitive integration of these two types
of semantics.

To tackle this problem, in the paper, we propose a Type-Feature Attention
(TFA) mechanism to integrate features from CNNs and CapsNets. Specifically,
the Vision Transformer (ViT) architecture is utilized to implement the dual
cross-attention mechanism. On one hand, CNNs features and CapsNets feature
are projected into Q vector, and K & V vectors, respectively, in which way Cap-
sNets attend CNNs. On the other hand, CapsNets and CNNs features features
are projected into Q, and K & V vectors, respectively, in which way CNNs at-
tend CapsNets. The dual cross-attention mechanism will integrate the contrast
of CNNs and part-whole relational property of CapsNets well, which will im-
prove the model ability of identification and object wholeness of camouflaged
objects.

Our main contributions can be summarized as follows:
(1) We propose a scale-feature attention to improve the detection of camou-

flaged objects with various shapes and sizes.
(2) We design a type-feature attention to integrate the contrast from CNNs

and object wholeness from CapsNets for camouflaged object detection.
(3) Experiments on three datasets demonstrate the superiority of the pro-

posed method.

2 Related Work

2.1 Camouflaged Object Detection

In recent years, deep learning-based camouflaged object detection has made re-
markable progress. Most of the existing camouflaged object detection models
extract features based on classical networks [5, 11, 33], and further enhance the
features through various strategies to optimize the accurate prediction ability
of the concealed object. Recent studies have introduced tasks such as localiza-
tion [21] and edge detection [7] into it. Lv et al. [21] proposed a ranking-based
COD network to simultaneously locate, segment and rank camouflaged objects.
He et al. [7] proposed a feature decomposition and edge reconstruction model to
decompose foreground and background features through wavelet and learn an
accurate edge reconstruction task.

In addition, there are some methods to design camouflaged object detection
models by simulating the dynamic vision of predators. Pang et al. [25] proposed
ZoomNet, a camouflaged object detection network with three scales, simulat-
ing the zoom in and out strategy adopted by humans when observing objects.
Jia et al. [10] adopted an iterative multi-stage detection framework, integrating
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segmentation, magnification, and reiteration strategies to effectively solve the
problem of camouflaged object detection. Although the CNN model performs
well in object detection tasks, it is limited in global feature capture and remote
dependency modeling because of its limited receptive field.

Fig. 1. Overview of the proposed STANet framework. Input features of the three scales
are initially extracted by ResNet50, and then input into the SFA for feature interaction
and scale aggregation. In the TFA, CNN features and CapsNet features are interacted
through Vision Transformer. Then, channel-level feature interaction and layer by layer
sampling were carried out in the CFIU to derive the ultimate prediction outcome.

2.2 CapsNet

The initial proposal of capsule networks was made by Geoffrey Hinton in Dy-
namic Routing between Capsules [26]. Compared with traditional deep networks,
capsule networks have stronger ability to recognize complex hierarchical struc-
tures and spatial relationships. Based on this advantage, many studies [22, 30, 13]
have attempted to explore the potential capabilities of capsule networks. McIn-
tosh et al. [22] proposed a capsule network-based vision text routing mechanism
for locating actors and actions from video and text, enabling a more effective
video-text integrated localization method. Yu et al. [30] proposed the Inverse
Graphics Capsule Network (IGC-Net) for acquiring hierarchical 3D facial repre-
sentations through the analysis of extensive unlabeled image datasets.

Due to the excellent performance of CapsNets, they have been successfully
applied to object detection tasks [18, 17, 19]. In terms of salient object detection,
Liu et al. [14] proposed a Belief Capsule Network (BCNet) for deep unsupervised
salient object detection, solving the problems of poor object integrity and low-
quality pseudo labels. In terms of camouflaged object detection, Liu et al. [16]
integrated CapsNets into an encoder-decoder architecture of two-stage to tackle



4 Y. Liu et al.

the task of COD. Different from previous works, our method integrates the ad-
vantages of CNN and CapsNet, and aims to deeply mine the most salient features
of camouflaged targets by utilizing the exceptional global modeling capability of
Vision Transformer.

3 Methodology

Fig. 1 illustrates the general framework of STANet. Given a camouflaged image,
we first use the backbone network ResNet50 to extract a series of features, and
then use the Scale-Feature Attention (SFA) to integrate feature maps of different
scales and add the joint attention mechanism to explore the noteworthy parts of
the channel and spatial dimension. In addition, Type-Feature Attention (TFA)
feeds the features processed by CNN and CapsNet into the interactive Vision
Transformer. By interacting these two types of features, we can achieve the
fusion of contrast and object wholeness. Finally, the Channel Feature Interaction
Unit(CFIU) further grouped the features and used the iterative approach to get
the final segmentation prediction.

3.1 Scale-Feature Attention

The module structure of SFA is shown in Fig. 2. As shown in the figure, first of
all, the module receives 64-channel inputs from different scales f l

i ∈ RC×H1×W1 ,
fm
i ∈ RC×H×W and fs

i ∈ RC×H2×W2 , where l, m and s represent feature map
sizes of 1.5×, 1.0×, and 0.5×, respectively. Then the features of various scales
are unified into the same scale size through downsampling and upsampling op-
erations. To effectively capture the feature information across various scales, we
first fuse the features at adjacent scales and calculate the corresponding atten-
tion map. We then multiply the features of adjacent scales with the attention
map separately to obtain the weighted features:

f lma
i = f l

i ⊙Al
1 + fm

i ⊙Am
1 ,

fmsa
i = fm

i ⊙Am
2 + fs

i ⊙As
2,

(1)

where ⊙ means element-by-element multiplication, {Al,m
1 ,Am,s

2 } represent the
attention maps of features at adjacent scales. The attention map of adjacent
scale features is calculated as follows:

Al,m
1 = σ(CBR(Conv(Cat(f l

i , f
m
i )))),

Am,s
2 = σ(CBR(Conv(Cat(fm

i , fs
i )))),

(2)

where CBR(·) represents the Conv-BN-Relu layer, Conv(·) represents a 3 ×
3 convolution, Cat(·) denotes the concatenation operation and σ(·) indicates
softmax operation. In order to obtain more comprehensive feature information,
we also integrate the features of three scales, and the calculation method is
similar to the above:

f lmsa
i = f l

i ⊙Al
3 + fm

i ⊙Am
3 + fs

i ⊙As
3, (3)
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Fig. 2. Details of the proposed SFA.

where Al,m,s
3 represents the attention map of the features at three scales. The

attention map calculation process of the three scale features is similar to that of
the adjacent scale features:

Al,m,s
3 = σ(CBR(Conv(Cat(f l

i , f
m
i , fs

i )))). (4)

At this point, we have obtained weighted features that not only enhance
feature representation, but also interact feature information at different scales
to explore multi-level structure and semantics in the image.

Finally, the joint attention module receives the weighted features for calculat-
ing both spatial and channel attention, so as to further optimize the representa-
tion ability and perception range of features, and obtain the optimized features.
Then the processed features are concatenated to acquire the final output fi:

fi = CBR(Cat(JA(f lma
i ), JA(fmsa

i ), JA(f lmsa
i ))), (5)

where JA(·) donates the joint attention containing spatial and channel attention.
Through the design of multi-scale feature fusion and attention mechanism, the
SFA can effectively leverage the benefits of features across various scales and
capture more comprehensive feature information.

3.2 Type-Feature Attention

To maximize the utilization of the contrast of CNNs and object wholeness of
CapsNets, we designed a type-feature attention module of CNN and CapsNet to
integrate their features and improve the ability of accurately identifying camou-
flaged targets.

A. CNN and CapsNet Feature Interaction. As shown in Fig. 3, firstly,
we obtain the CNN feature fc ∈ RC×H×W from the SFA, and then generate the
capsule network feature fd ∈ RC×H×W using the lightweight designed DCR [15].
In order to realize the interaction and fusion of these two types of features
through the Vision Transformer, we first segment the CNN features and the
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Fig. 3. Details of the proposed TFA with CFIU [25] and DCR modules.

capsule network features into a series of flat 2D patches {xl
p ∈ RP 2×C |p =

1, ..., N}, where N represents the numerical value of patches and l ∈ {c, d}.
Then, the image block embedded xl

p and position encoded El
pos constitute the

embedded input vector zl0, which is specifically expressed as:

zl0 = [xl
1E

l;xl
2E

l; ...;xl
NEl] +El

pos, (6)

where El ∈ R(P 2·C)×D refers to the patch embedding projection, and El
pos ∈

R(N+1)×D indicates the position embedding. zl0 is then fed into a transformer
encoder consisting of a serial stack of L transformer encoder blocks. It is com-
posed of a self-attention mechanism with multiple heads (MSA) and a multi-layer
perceptron (MLP), which are calculated as follows:{

zl
′

i = MSA(zli−1, z
l
i−1) + zli−1,

zli = MLP (LN(zl
′

i )) + zl
′

i ,
i = 1,...,L (7)

where LN(·) is the layer normalization. The symbol l and l represent two differ-
ent variants belonging to the set {c, d}.

In order to interact with these two types of features, we exchange information
from one type of feature with the other. Specifically, CNN features and capsule
network features are first added to layer normalization and multi-head attention,
and Query, Key and Value are calculated respectively, and then an exchange of
Key and Value occurs between the two types of features. Finally, in order to
retain the valid information of the original feature, we residual link the feature
that has passed the multi-head attention with the original feature after the
interaction. Specifically defined as:

MSA(zli, z
l
i) = softmax(QKT

√
dk

)V, (8)

where dk is the dimension of K. The definitions of Q, K and V are as follows:

(Q,K,V) = (LN(zli)WQ, LN(zli)WK , LN(zli)WV ), (9)
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Fig. 4. Details of the CFIU.

where WQ,WK ,WV ∈ RD×D are projection matrix of the fully connected layer
and D is embedding dimension.

Finally, the obtained CNN features and CapsNet features zlL , zlL from the
patch sequence should be reshaped to match the desired feature format. Then,
further concatenate the reshaped features to get the final interactive feature f

′

i :

f
′

i = Conv(Cat(Cat(R(zlL), R(zlL)), fc)), (10)

where Conv(·) represents a 3× 3 convolution and Cat(·) denotes the concatena-
tion operation. R(·) donates a reshaping operation to reshape patch sequences
with D × HW

P 2 to feature with D ×H ×W .

B. Channel Feature Interaction Unit. The final fusion of the interaction
features with type feature attention is performed using the CFIU. As shown in
Fig. 4, We first input f

′

i into the Conv+BN+Relu layer and perform convolution,
batch normalization, and activation operations to extract more discriminative
and expressive feature representations. Considering the importance of spatial
information of features and channel interaction, we split the current features
into J-level features, denoted as f j

i :

f j
i = Chunk(Relu(BN(Conv(f

′

i )))),j ∈ (1, ..., J), (11)

where Conv(·) represents a 3×3 convolution, BN(·) donates a batch normaliza-
tion layer and Relu(·) represents the activation layer. To ensure comprehensive
retention of the information pertaining to each level feature and avoid informa-
tion loss during transmission, we pass the upper level feature f j−1

i to the lower
level feature f j

i , so that the upper level feature and the lower level can have
channel-based interaction. This can promote the information flow and mutual
integration of different levels of features. Specifically expressed as:

f j+1
i = Conv(Cat(f j

i , Conv(f j+1
i ))),j ∈ (1, ..., J − 1). (12)

Next, each level of features are concatenated to obtain f c
i , the calculation

process is as follows:
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f c
i = Conv(Cat(f1

i , ..., f
j
i )),j ∈ (1, ..., J). (13)

The concatenated features are then fed into the Pool+Conv+Softmax layer
for weight calculation. Then, the features are weighted and finally added with
the initial input feature f

′

i to obtain the output f̃
′
i of CFIU, which is expressed

as follows:

f̃
′
i = S(Conv(P (f c

i )))⊗ f c
i + f

′

i , (14)

where P (·) stands for adaptive averaging pooling, Conv(·) stands for 3× 3 con-
volution, and S(·) stands for softmax activation function.

Finally, as shown in Fig. 1, the final prediction is obtained by upsampling
and layer-by-layer fusion of the features acquired by CFIU.

3.3 Loss Functions

The proposed STANet consists of two loss functions, binary cross entropy loss
(BCEL) and uncertainty-aware loss (UAL). The binary cross entropy loss func-
tion is the most commonly used loss function at present, and its mathematical
expression is usually as follows:

Ln
BCEL = −Gn ln(Pn)− (1−Gn) ln(1−Pn), (15)

where Pn and Gn are the values of the prediction map and ground truth at pixel
n.

Because most of the camouflaged objects have similar features to the sur-
rounding environment, the model is prone to misjudgment when detecting the
camouflaged objects. To solve this problem, we also introduce another loss func-
tion UAL, which enhances the model’s ability to recognize the uniqueness of
camouflaged objects. Finally, the overall loss function of STANet can be formu-
lated as:

Ltotal = Ln
BCEL + λLUAL, (16)

where λ is the equilibrium coefficient and the UAL loss we use adjusts λ dynam-
ically based on the cosine strategy.

4 Experiment

4.1 Implementation Details

Our model is built on the pytorch, with ResNet50 selected as the backbone
network, which has been pretrained on the ImageNet dataset. The base size
of the input image is 512×512, and data enhancement techniques are used to
achieve multi-scale inputs. We use the optimizer SGD with momentum of 0.9
and weight decay of 0.0005, and initial learning rate of 0.05 to train the model.
The model was trained for a total of 40 epochs in the training process, with a
batch size of 12 employed. On a single V100 block, it took about 8 hours to
train, and the test image size was also adjusted to 512×512.
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Table 1. Performance of different methods on three benchmarks. The symbols “↑” and
“↓” suggest that higher and lower values are preferable, correspondingly. The optimal
performance for each group is indicated by bold.

Method
CHAMELEON-Test COD10K-Test NC4K-Test

Sm ↑ Em ↑ Fβ ↑ MAE ↓ Sm ↑ Em ↑ Fβ ↑ MAE ↓ Sm ↑ Em ↑ Fβ ↑ MAE ↓
SINet 0.872 0.946 0.827 0.034 0.766 0.874 0.679 0.043 0.808 0.883 0.769 0.058
SLSR 0.890 0.948 0.841 0.030 0.804 0.892 0.715 0.037 0.840 0.907 0.804 0.048
MGL-R 0.893 0.941 0.833 0.031 0.814 0.890 0.710 0.035 0.833 0.893 0.782 0.053
PFNet 0.882 0.945 0.828 0.033 0.800 0.890 0.701 0.040 0.829 0.898 0.784 0.053
UJSC 0.891 0.955 0.847 0.030 0.809 0.891 0.721 0.035 0.842 0.907 0.806 0.047
C2FNet 0.888 0.946 0.844 0.032 0.813 0.900 0.723 0.036 0.838 0.904 0.795 0.049
UGTR 0.888 0.940 0.819 0.031 0.817 0.890 0.711 0.036 0.839 0.899 0.787 0.052
ZoomNet 0.902 0.958 0.864 0.023 0.838 0.911 0.766 0.029 0.853 0.912 0.818 0.043
FEDER 0.887 0.954 0.868 0.030 0.822 0.905 0.768 0.032 0.847 0.915 0.833 0.044

Ours 0.917 0.970 0.899 0.023 0.856 0.921 0.809 0.029 0.863 0.915 0.841 0.044

4.2 Datasets and evaluation metrics

We evaluated experiments on three widely used public COD datasets, including
CHAMELEON [27], COD10K [5], and NC4K [21]. In this work, we select 3040
images from COD10K and 1000 images from CAMO as the training set, and
the rest of the camouflaged images are used for testing. We used four commonly
used evaluation metrics, namely S-measure(Sm) [3], mean absolute error(MAE),
F-measure(Fβ) [1] and E-measure(Em) [4]. It should be emphasized that for Fβ ,
Em and Sm, superior performance is achieved with higher values. For MAE, the
performance improves as the value decreases.

4.3 Comparsion with state-of-the-art methods

We contrasted the proposed model with various advanced methods, such as
SINet [5], SLSR [21], MGL-R [31], PFNet [23], UJSC [12], C2FNet [28], UGTR [29],
ZoomNet [25] and FEDER [7]. To guarantee a fair comparison, all methods uti-
lize the camouflaged prediction map provided by the authors.

1. Quantitative Comparison: Table 1 shows the performance of various meth-
ods on three public datasets. It is obviously that our method surpasses the other
cutting-edge methods in terms of all three datasets. Specifically, compared to
ZoomNet, which exhibits the second highest average performance, Sm, Em, Fβ

are improved by 1.5%, 1.2%, 3.5% respectively on the CHAMELEON dataset.
On the COD10k dataset, Sm, Em, Fβ are improved by 1.8%, 1.0%, 4.3% respec-
tively. On the NC4K dataset, Sm, Em, Fβ are increased by 1.0%, 0.3%, 2.3%
respectively.
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Fig. 5. Visual comparison of our method with the current state of the art methods. (a)
Images, (b) GT, (c) Our method, (d)-(i) Other advanced methods include: FEDER,
ZoomNet, UGTR, C2FNet, UJSC and SINet.

2. Visual Comparison: The visual comparison of our method with other
methods is illustrated in Fig. 5. As can be seen from the figure, our model shows
more optimal performance when dealing with complex scenes. This is due to our
model’s ability to effectively combine the contrast of CNNs and object wholeness
of CapsNets, and capture different levels of detail through its multi-scale design,
thereby leading to more accurate predictions and superior visual outputs.

4.4 Ablation study

In order to validate the effectiveness of each proposed component module, we
conduct ablation studies on CHAMELEON, COD10K, and NC4K datasets. B
denotes the baseline model, S denotes the Scale-Feature Attention, T denotes the
type-feature attention part of TFA, and C denotes the channel feature interaction
part of TFA.

Effectiveness of SFA. As shown in table 2, in order to demonstrate the efficacy
of SFA, only this module is retained and other components of STANet model
are removed (NO.②). Compared with baseline NO.①, our SFA has improved and
enhanced all indicators of the three datasets. The results verify the effectiveness
of the SFA in detecting camouflaged objects of different sizes, and further enable
the model to fully and deeply mine more abundant feature information.

Effectiveness of TFA. To investigate the influence of TFA on model perfor-
mance, we performed ablation experiments on the TFA. As shown in table 2,
when we added type-feature attention to the model (NO.③), compared with
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Table 2. Ablation study on the effect of different modules on CHAMELEON, COD10K
and NC4K. The symbols “↑” and “↓” suggest that higher and lower values are preferable,
correspondingly. The optimal performance for each group is indicated by bold.

No.
CHAMELEON-Test COD10K-Test NC4K-Test

Sm ↑ Em ↑ Fβ ↑ MAE ↓ Sm ↑ Em ↑ Fβ ↑ MAE ↓ Sm ↑ Em ↑ Fβ ↑ MAE ↓
①B 0.893 0.947 0.869 0.031 0.826 0.903 0.0.763 0.034 0.845 0.906 0.819 0.050

②B+S 0.906 0.964 0.889 0.025 0.842 0.913 0.791 0.032 0.851 0.910 0.825 0.048
③B+S+T 0.909 0.956 0.891 0.027 0.847 0.915 0.796 0.030 0.855 0.914 0.834 0.045
④B+S+T+C 0.917 0.970 0.899 0.023 0.856 0.921 0.809 0.029 0.863 0.915 0.841 0.044

NO.②, all performance indicators of the model were significantly improved. This
experimental result fully proves that type-feature attention can effectively in-
tegrate the advantages of different networks, realize the integration of spatial
details and object integrity. In order to demonstrate the efficacy of CFIU, we
add CFIU (NO.④) on the basis of NO.③. As shown in table 2, the significant
improvement of various evaluation indicators on the three datasets indicates
that the module can optimize the prediction results of the network, which is
attributed to the full use of the hierarchical relationship and channel interaction
of features, and further improve the expression ability of features.

5 Conclusion

In this paper, we propose a COD network based on the interaction of CNN
and CapsNet features. Specifically, we design a Scale-Feature Attention at first,
which aims to fully capture and integrate multi-scale features to improve the
model’s overall perception of feature information. Then, we propose a Type-
Feature Attention, which cleverly integrates two different network features and
realizes the complementary and enhanced feature information. Finally, we use
Channel Feature Interaction Unit to effectively interact and integrate features
at the channel level. The proposed STANet shows excellent performance on
three widely used datasets, surpassing cutting-edge methods through numerous
experiments.
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